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Data Management Facility (DMF) Data Policy
1.0 Scope
This document describes the Data Policy maintained at the DMF located at PNNL for the ARM Climate Research Facility (ACRF) program.  
2.0 Introduction
Routine data are collected from instrument measurements and stored in data files for each collection interval (typically hourly).  Routine data files are then transferred to the DMF, via an internet service provider (ISP), for hourly processing and distribution to the ARM Archive.  Each data file is named using the ACRF file naming convention.  The standard file format for ACRF measurements is NetCDF, a self describing binary format.  

3.0 Data Processing
3.1 Ingests
The transformation process which converts the raw data collected from the instruments into ACRF standard NetCDF format is referred to as the “ingesting” of data.  The application that performs the transformation for a specific instrument is referred to as the instrument’s “ingest”.  Ingests are scheduled to run via dscron, using developer provided recommendations listed in their notification files.  
Ingested data is available for Data Quality Checks, which are done by the Data Quality Office.  The DMF will assist as requested.  

3.2 Value Added Products (VAPs)

A VAP is the final stage of processing and creates the highest data level available to users.  VAPs are algorithms that use one or more data streams (instrument or VAP) as input and create one or more data streams as output.  VAP’s can be simple averaging routines, qualitative comparisons, or complicated algorithms for calculating required experimental data that cannot be directly measured via instrumentation. 

VAPs run daily, weekly, monthly or whenever the required input data becomes available.  VAPs run on the DMF production system as described by their notification documentation.  Input data that is critical to the VAPs processing standards should be listed and labeled critical in the documentation, the rest of the data will be assumed, “nice to have” but not necessary for the VAP to run.  This information will be used by the VAPMGR program to run the VAPs in a near automated fashion.  Statement usage, options, quicklook file creation, summary_qc file creation, calibration file dependencies, and any other operational requirements should be clearly documented as well.

VAP Quicklooks are currently retained indefinitely and available for viewing at:   http://c1.dmf.arm.gov/data/process/vap/calendar/ql.php  
VAP data is available for Data Quality Checks, which are done by the Data Quality Office.  The DMF will assist as requested.  All VAPs are expected to have appropriate QC standards applied.
Certain VAPs require developer/mentor approval before shipping output data to the Archive.   
4.0 Known Data Problems

4.1 Future Dated Data
Description:  Raw data that is received by the DMF with a data time that is greater than the current processing time.  
Known Causes:  Instrument clock time was set incorrectly. 
Ingest Behavior: 


- auto-disable ingest process


- set error status and send mail


- exit ingest
Manual Intervention Options:

1. Fix data times and re-enable ingest

2. Move raw files and re-enable ingest


a. reprocess data later when the time shift interval can be determined.


b. rename files as bad and send to archive without processing


c. toss data

4.2 Duplicate Data Records
Description: Multiple data records with identical times and values. 

Known Causes: The same data records were collected repeatedly from the logger.
Ingest Behavior: Filter duplicate records before storing.
Manual Intervention Options: None necessary.

4.3 Overlapping Data Records

Description: The data time is less than or equal to the latest processed data, and is not a duplicate data record.  

Known Causes:
1. Instrument/logger was reset/reinstalled without setting the time.  
2. Instrument clock time was set incorrectly. 
3. Instrument clock time was corrected after being set incorrectly.  
4. The instrument clock was slowly gaining time and was then set back. 

Ingest Behavior: 


- set error status and send email


- exit ingest

Manual Intervention Options (Instrument Clock Time was Corrected):

1. Fix data times


a. previously processed data may need to be fixed and reprocessed. 

2. Move raw files


a. reprocess data later when the time shift interval can be determined


b. rename files as bad and send to archive without processing 


c. toss data

Manual Intervention Options (Instrument Clock Time is Incorrect):

1. Fix data times
2. Move raw files


a. reprocess data later when the time shift interval can be determined


b. rename files as bad and send to archive without processing 


c. toss data

4.4 NaN/Inf Checks

Description: Data containing missing, unknown, or uninitialized values that return NaN or Inf in place of an acceptable value.   
Known Causes:
1. Bad data from the instrument.  
2. Calculation done on bad data from the instrument.

Ingest Behavior: 
- All variables that have a missing_value defined, will have NaN/Inf values replaced, and warning mail will be sent. 

Manual Intervention Options (Ingests):  None necessary for Ingests.  

Manual Intervention Options (VAPs):

1. Replace with appropriate missing data value (-9999).

4.5   Undetected Data Problems
Data Problems that can go undetected:
1. The instrument clock is slowly loosing time, then set forward.

2. Instrument calibration errors.

3. Large MFR files that need to be reduced into smaller files.
Manual Intervention Options: 

1. May involve near-term reprocessing if caught soon enough.  

4.6   VAP Problems

Potential VAP problems than can occur during production system processing: 
1. Potential use of incorrect IDL version.
2. Potential use of incorrect environment variables.
3. Missing or incorrect ds.config (datastream configuration) entries.
4. Inadequate input data.
5. Quicklook file creation failure.
6. VAP processes that produce core dumps. 
7. VAP processes that cause ds.Daemon core dumps. 

Manual Intervention Options:

1. May involve near-term reprocessing if caught soon enough.

5.0  Tossing/Deleting Data
Raw data is to be fixed when possible.  Mentor/developer will be contacted when bad raw data is received by the DMF that does not fit standard troubleshooting protocol.  A DQPR may also be opened to track further problems with an instrument.  If data cannot be fixed, it will be renamed BAD and bundled with raw tar bundle for the day it was associated with, and later shipped to Archive unprocessed. 

Bad NetCDF files will be deleted from the DMF under the following conditions:

1. An appropriate source requests the removal of data (EWO, PIF, DQR, etc).    

2. The original raw or processed data has been, or will be, archived.

3. Empty and zero byte files will be discarded. 
6.0 Retention Plan 
Retention period for /data/datastream:

Raw data is to be retained for 90 days. 
Processed data (.a0, .a1, .b1, .c1, .s1) to be retained for 120 days.

Presently we have several raw and processed datastreams that are retained for periods less than 90 days or longer than 120 days.  These exceptions are used for special processing and reprocessing needs.    

Retention period for /data/archive:

Raw data is not retained at this time.
Processed data (.a0, .a1, .b1, .c1, .s1), for a majority of the DMF’s active datastreams, are retained for all of time (highest version only).

Retention period for /data/conf:

Configuration files are to be retained for all of time.  Backups will be created and shipped to the Archive monthly.  

All data contained in /data/datastream will be backed up to tape drive and retained for approximately 90 days. 

7.0 Release Data 

All outgoing data will be analyzed via the release data software.  Once data passes all requirements, it will be staged for delivery to the Archive.  Data that fails one or more of the release data requirements will be flagged for further review.  
Data is analyzed for the following:

1. Check for unexpected file split.

2. Check for empty, or zero length files.

3. Check the age of the file.  


a. Raw and ingest processed data will be flagged if older than 2 weeks.


b. VAP processed data will be flagged if older than 6 months.  

4. Check for previously held files in order to avoid sending data out of order.

5. Check relevant items associated with tar files.
6. Check relevant items associated with NetCDF files.
7. Check whether a file is a duplicate or higher version compared to what is at the Archive.

8. Check whether a file is a duplicate or higher version compared to what is in site transfer.  

9. Check missing NetCDF fields (-9999) that do not have a corresponding QC flag.
10. Check whether a duplicate time sample or measurement exist within the same NetCDF file.

11. Check whether a NetCDF field contains a NaN (Not a Number).

12. Check whether a NetCDF field contains fill values ( _ ).
13. Check whether a NetCDF field contains infinite values. 
14. Check whether a value is +10e10 or  -10e10 in size.  
8.0 Reprocessed Data
Minor near real-time data is frequently reprocessed at the DMF.  Data may be reprocessed for any number of reasons but the most common are described below.  

1. To include data sneaker netted from the sites (usually 1-2 weeks after data was originally collected).

2. To apply updated and adjusted calibration values and or limits.

3. To account for missing input data (primarily for VAPs).
4. As directed through PIFs, DQPRS, and EWOs.
5. Due to instrument repairs.
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